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Abstract:  

Convolutional neural networks (CNNs) have become the main machine learning approach. CNNs have excelled in a range of tasks, 

including voice recognition; face identification, and picture categorization. Nearly all of the best performing techniques on the Labeled 

Faces in the Real Time dataset employed convolutional neural networks (CNNs). In this study, we recommend smart face identification 

and recognition using deep learning, and we update each student's system's attendance data in accordance with the outcomes of that 

technique. The system works using machine learning algorithms for face recognition and deep learning algorithms for object 

identification. The proposed system is effectively accurate thanks to the two separate algorithms. 
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I. INTRODUCTION: 

Nevertheless, this issue is likewise quite challenging, and it has only been in recent years that good outcomes have been attained. 

In truth, this challenge is often broken down into smaller ones to make it simpler to handle. The key ones to be broken down are 

face detection in a picture and face recognition itself. Other activities, like formalizing faces or extracting more characteristics from 

them, may be carried out in the meantime. Numerous algorithms and methods, including Eigen faces or Active Shape models, have 

been used throughout time. However, Deep Learning (DL), particularly the Convolutional Neural Networks, is the one that is now 

most popular and producing the greatest results (CNN). After examining the current state of the art, we chose to concentrate our 

study on these approaches since they are presently producing outcomes of excellent quality. We present a smart attendance system 

that uses face recognition. It also collected face images from cameras, used deep learning to recognize faces, and dealt with the face 

recognition algorithm to update the current attendance. 

II. SYSTEM DESIGN: 

The system architecture which works on optimization algorithms for face detection administration also more especially this method 

deals with public method. Systems first detect the student face using camera and store into hard drive. The CNN framework executes 

training module using feature extraction as well as feature selection technique and store individual feature into the tainting database. 

To detect the face from given input image and capture the frame for object recognition. The test feature has map with entire training 

dataset and generate the similarity weight for each object, and according to achieved weight system recommend the actual student 

id. Based on given id system automatically update the attendance for respective student. Convolutional Neural Network (CNN) for 

training and testing respectively.  
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Figure 1: System Architecture 

Module 1: Data Collection: We created various student faces using a camera and stored them on the hard drive. 

Module 2: Data Training: We collect artificial and real using students' faces Train with time and any in-depth classification. 

Module 3: Testing with deep learning: Using any deep learning classifier, we achieved weight system recommends the actual 

student id system automatically update the attendance for the respective student.  

Module 4: Analysis: We demonstrate the accuracy of the proposed system and evaluate it with other existing methods. 

Algorithm 

Input: Test Dataset which contains various test instances TestDB-Lits [], Train dataset which is built by training phase 

TrainDB-Lits [] , Threshold Th. 

Output: HashMap < class label, Similarity Weight > all instances which weight violates the threshold score. 

Step 1:  For each testing records as given below equation 

𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑘) = ∑ (.  𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑆𝑒𝑡[𝐴[𝑖] … … . . 𝐴[𝑛]   TestDBLits )

𝑛

𝑚=1

 

Step 2:   Create feature vector from 𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑚)  using below function. 

Extracted_FeatureSetx [t..…n] = ∑ (t)𝑛
𝑥=1   𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒 (k) 

Extracted_FeatureSetx[t] holds the extracted feature of each instance for testing dataset. 

Step 3:  For each train instances as using below function 

𝑡𝑟𝑎𝑖𝑛𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑙) = ∑ (.  𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑆𝑒𝑡[𝐴[𝑖] … … . . 𝐴[𝑛]   TrainDBList )

𝑛

𝑚=1

 

Step 4: Generate new feature vector from 𝑡𝑟𝑎𝑖𝑛𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑚)  using below function 

Extracted_FeatureSet_Y[t……n] = ∑ (t)𝑛
𝑥=1   𝑇𝑟𝑎𝑖𝑛𝐹𝑒𝑎𝑡𝑢𝑟𝑒 (l) 

Extracted_FeatureSet_Y[t] holds the extracted feature of each instance for training dataset. 

Step 5: Now evaluate each test records with entire training dataset 

𝑤𝑒𝑖𝑔ℎ𝑡 = 𝑐𝑎𝑙𝑐𝑆𝑖𝑚 (FeatureSetx ||  ∑ FeatureSety[y])

𝑛

𝑖=1

 

Step 6: Return Weight 

III. METHODOLOGY: 

 The system first detects the student's face using a camera and stores it in the hard drive. 

 The CNN framework executes the training module using feature extraction and selection techniques and stores individual 

features in the tainting database. 

 To detect the face from the given input image and capture the frame for object recognition. 
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 The test feature has a map with the entire training dataset. It generates the similarity weight for each object and recommends 

the actual student id according to the achieved weight system. 

 Based on the given id system automatically update the attendance for the respective student. 

Mathematical Model: 

Let S is the Whole System Consist of 

S= {I, P, D, O} 

I = Input fake news data. 

P = Process: 

D = Dataset 

Step1: User will enter the query. 

Step2: After entering query the following operations will be performed. 

Step3: Data Preprocessing. 

Step4: Feature extraction and feature selection. 

Step5: Training and Testing dataset. 

Step6: Detection process. 

Step7: Final output optimized classifier and its performance indicator. 

O= Output (Predicted class label) 

𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑘) = ∑ (.  𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑆𝑒𝑡[𝐴[𝑖] … … . . 𝐴[𝑛]   TestDBLits )

𝑛

𝑚=1

 

𝑡𝑟𝑎𝑖𝑛𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑙) = ∑ (.  𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑆𝑒𝑡[𝐴[𝑖] … … . . 𝐴[𝑛]   TrainDBList )

𝑛

𝑚=1

 

𝑤𝑒𝑖𝑔ℎ𝑡 = 𝑐𝑎𝑙𝑐𝑆𝑖𝑚 (FeatureSetx ||  ∑ FeatureSety[y])

𝑛

𝑖=1

 

IV. RESULT: 

The entire process of developing an automatic attendance system in detail is explained in this section. The system consists of 

Windows over which OpenCV 2.0 runs. Program is developed in Python 3.6 or higher version for the algorithm and implementation 

in real time.  Is used in our system to predict and detect faces in an image. Face recognition and MySQL libraries comes with 

standard in Python Library. The first module is counting students in an image whether known or unknown. The second module is 

the recognition of a person in an image. The algorithm detects all faces within an image by marking it with a rectangle. Attendance 

is done in an image in a real-time environment, as shown in below Figure 2. 

 

 

 

 

 

Figure 2: Result 

V. CONCLUSION: 

The creation of a comprehensive face recognition system that can operate on any kind of picture and is always becoming better was 

our aim. This enhancement has to be self-sufficient in order for it to detect the persons it already contained more accurately and to 

add new ones. Additionally, because this recognition must be performed as near to in real-time as feasible, the time requirements 

were a problem. Face recognition is a very challenging job, particularly outside of controlled environments. In fact, there have been 

several strategies throughout history that have failed. It is difficult to pinpoint what distinguishes a face from others, apart from 

variations in facial hair, expression, and lighting across images of the same person's face. As a result, when we first started working 

on this project, we intended to exploit some of the research that had previously been done rather than to start from scratch. This 

would enable us to expedite the procedure and increase the likelihood that we could get outcomes of high quality.  
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